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I. Qualifications and Background1

My name is Harry Kelejian.  As my vita below will make clear, I have had 2

academic positions at Princeton University, at New York University, and at the 3

University of Maryland. I taught econometrics at the graduate level at all three of these 4

universities. I have also been a visiting professor at the Institute for Advanced Studies in 5

Vienna, Austria (two times), at the Australian National University in Canberra, Australia, 6

and at the University of Konstanz, in Konstanz Germany. I have published a good 7

number of articles in professional journals, an econometric text with my coauthor W. 8

Oates, and have served as a guest editor, along with B. Baltagi, and I. Prucha, of a 9

special issue of the Journal of Econometrics which deals with the analysis of spatial 10

data. That special issue is forthcoming. I have also served on the editorial boards of 11

three professional journals. My publications are varied, but a large fraction of them 12

relates to theoretical econometric issues. 13

II. Purpose and Scope of Testimony14

I am writing in reference to the testimony given by Thomas E. Thress which was 15

written on behalf on the US Postal Service. I focused on the parts of that testimony 16

which describe the econometric procedures he used. The purpose of this testimony is to 17

express my concerns. In a nut-shell, in that testimony Thress describes a number of 18

econometric procedures he used to estimate elasticities in the context of his model. In 19

my opinion, some of these procedures were not used properly and so the results 20

obtained are subject to question. In other cases, some rather intuitive procedures were 21

used that have no formal basis. This lack of a formal basis is important and not just a 22

concern raised by an “ivory-tower” academic. Details are given below. 23
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At this point it may be helpful to give an illustration which will clearly indicate the 1

importance of implementing procedures which are based on formal results rather than 2

just on intuition. This illustration should help clarify some parts of the more detailed 3

discussion below. 4

An Illustration 5

It may seem intuitively obvious that there are twice as many numbers between 6

0.0 and 2.0, as there are between 0.0 and 1.0. If inferences are made based on this 7

assumption they would be “suspect” because mathematicians can show that there are 8

the same number of numbers between 0.0 and 1.0, as there are between 0.0 and 2.0 ! 9

In this case the conflict between one’s rather strong intuition and “mathematical” reality 10

arises because “funny things” can happen when one makes less-than formal 11

comparisons which involve the concept of infinity —- e.g., there are an infinite number of 12

numbers between 0.0 and 2.0, as well as between 0.0 and 1.0. 13

Specific Details on Some of the Econometric Procedures Used14

(A) The Box-Cox Procedure 15

Thress modeled his mail volume demand equation in terms of the logarithms of 16

the explanatory variables involved except for those variables which, at times, took on a 17

value of zero. Because the logarithm of zero does not exist, these variables had to be 18

considered in a different form. One of the variables which took on zero values was an 19

internet experience variable that Thress constructed to account for the electronic 20

diversion from the volume of first-class single piece mail. Because the value of this 21

internet experience variable was zero for periods prior to 1988, this was one of the 22

variables whose logarithm could not be taken. 23
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Thress entered the internet variable in a way that he describes as a BoxCox 1

transform; he also describes certain properties of the Box-Cox transform. As I will 2

describe below, the transformation that Thress used in formulating the internet variable 3

was not the Box-Cox transform. Furthermore, even if it were, the estimations that 4

followed were not done properly. 5

To clearly see the issues involved, let X denote the internet variable, and let the 6

volume of first-class single piece mail be V. Then on page 37, the way in which Thress 7

specified his model was 8

( ) ( ) K++= gXbaVLn:(A)ModelThress9

10
However, the Box-Cox transform of the variable X is not gX , but instead is 11

g

g 1-X12

and so his model should have been formulated as 13
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For example, on page 37 Thress states that as γ approaches zero, the internet 15

variable in a model such as Thress Model (A) above approaches a logarithmic form. 16

This is not true. For example, as γ approaches zero, gX approaches 1.0. However, the 17

correct form of the Box-Cox transform in Model (B) above will approach a logarithmic 18

form. 19

Ignoring shortcomings of the transform in Thress Model (A), there are still 20

problems with the way in which Thress proceeded. For example, again on page 37, 21

Thress states 22
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“Values for γ are estimated using nonlinear least squares. A 1

transformed internet variable, equal to [Internet Variable]γ is 2

then introduced as an independent variable in Equation (1L) 3

instead of the untransformed internet variable.”4

The implication of this statement is that γ was first estimated in a preliminary5

step which was prior to full model estimation which, I assume, would incorporate his 6

stochastic symmetry conditions, etc. Now this may seem to be a very intuitive thing to 7

do, but on a formal level problems are raised. For example, suppose the estimated 8

value of γ is ĝ . This statement then suggests that the internet variable that was used in 9

the full estimation of the model was ĝX . If this is true, problems arise! Actually, one’s 10

intuition may lead one to think that problems should not arise if is properly estimated in 11

that preliminary step. Unfortunately this is not the case. That is, even if γ is properly 12

estimated in a preliminary step, the explanatory variable ĝX is not an ordinary 13

explanatory variable because it is based on an estimated coefficient and therefore has a 14

random component. This random component should be obvious since Thress himself 15

on page 37 gives t-ratios relating to it! If an explanatory variable has such a random 16

component that randomness can not be ignored in the model’s estimation, nor can it be 17

ignored in the inferences that come from that model! Assuming there are no other 18

problems with the model, all of this suggests that the estimation of γ must be done in 19

the final model considered which should incorporate all the other parameter restrictions 20

that are considered. On a somewhat intuitive level, problems arise because the 21

randomness in such a model would not only come from the model’s error terms, but 22

also from the explanatory variable, ĝX . 23
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The discussion above casts serious doubt on the empirical results Thress 1

obtained. This relates to both the estimated elasticities, as well as to his tests of 2

significance concerning those elasticities. These doubts will be strongly reinforced by 3

the discussions below relating to Thress’s imposed symmetry conditions, his procedure 4

for handling autocorrelation and, very importantly, his model selection procedure. 5

(B) The Imposed Symmetric Conditions 6

As indicated, Thress used a number of econometric procedures in the estimation 7

of his model. One of these is a symmetry condition which relates to the effect that 8

worksharing discounts have on the demand for first class single-piece and workshared 9

mail. This symmetry condition was imposed in order to lessen the extent of 10

multicollinearity between competing postal prices. In his testimony, Thress argued on 11

page 53 that “Holding all other factors constant, the total volume leaving First-Class 12

single piece mail due solely to changes in worksharing discounts should be exactly 13

equal to the volume entering First-Class workshared mail”. I will focus below on the 14

econometric procedure used to implement this symmetry condition. However, at this 15

point it should be noted that the statement relating to these equal but opposite volume 16

flows between First-Class single piece mail and First- Class workshare mail rests on 17

the assumption that there are no spill-over effects with respect to any other forms of 18

mail! For example, among others, changes in worksharing discounts could induce 19

changes in standard mail. Such a spill-over would negate the symmetry condition 20

assumed by Thress. 21

I will now turn to the econometric procedure which was used to implement the 22

symmetry condition, and which is illustrated on pages 53-56 of his testimony. On page 23
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54 Thress postulates log-log demand equations for the volumes of first class single 1

piece mail, spV , and for workshare mail, wsV in terms of the workshare discount, wsd .2

The equations in his testimony, namely 11.4 are 3

( ) ( ) K++ wsspsp dLnβaVLn:II.44

( ) ( ) K++= wswsws dLnaVLn b5

6
Based on his assumption concerning the equal but opposite mail volume flows, 7

Thress deduced in his equation II.3 that8

( )spwsspws VVII //:3. bb -=9

Thress then substitutes his equation II.3 into the second equation of his II.4 to get 10

his equation II.511

( ) ( ) ( )[ ] K+-= spwswsspws VVdLnaVLnII //:5. b12

so that the elasticity coefficient in the single piece equation, namely ,spb now also 13

appears in the workshare equation. The goal of course would be to estimate an 14

equation corresponding to II.5 in order to obtain an estimate of ,spb and then use this 15

estimate to better estimate an equation corresponding to the volume of first-class single 16

piece mail, which in this case relates to the first equation in II.4 above.17

However, problems exist! For example, Thress notes that in equation II.5, the 18

logarithm of the workshare discount is deflated by the ratio of the mail volumes. One of 19

these volumes is wsV . In other words, equation II.5 is partially circular in that wsV is, in 20

part, explained in terms of itself!21

Although it may appear to be an insurmountable problem, proper procedures 22

exist in the literature for the estimation of a model such as II.5. A simplified discussion of 23
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one of these procedures is given in a text by Kelejian and Oates.1 Essentially, the model 1

would be looked upon as a non-linear model in the volume variable wsV which has two-2

way causality because the variable wsV appears on both sides of the equation. This 3

two-way causality is typically referred to as an endogeneity in the literature. In the 4

literature, one way to properly estimate a model such as II.5 is by the generalized 5

method of moments technique, which is typically abbreviated as GMM.2 A special case 6

of this technique is two stage least squares. As might be evident from the illustration 7

given above, it is important to estimate models such as II.5 in terms of formal 8

procedures which have been established in the literature if proper inferences are to 9

made!10

Noting that problems of estimation concerning equation II.5 arise because of the 11

ratio involving the mail volumes, Thress replaced this ratio by something else. In doing 12

this other problems were introduced. Specifically, Thress assumed an ad-hoc equation 13

in which the logarithm of the volume ratio, ( )spws VVLn '/' , where wsV ' and spV ' are14

seasonally adjusted values of wsV and spV , was regressed on a dummy variable, the 15

time trend variable, and its square. Thress then indicates that he obtained a calculated 16

value from this ad-hoc equation and used it to replaced the ratio ( )spws VV / in equation 17

  
1 Harry Kelejian and Wallace Oates, Introduction to Econometrics, (third edition), New York: Harper and 
Row Publishers, 1989.
2 A good discussion of this technique is given in Paul Ruud, An Introduction to Classical Econometric 
Theory, New York: Oxford University press, 2000.
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II.5 above.3 In such a procedure, the calculated value of the log of the volume ratio 1

would involve the dummy variable he used, the time trend variable, and the square of 2

that time trend; hence, the partial circularity problem is no longer there.3

However, this method of estimating a model such as II.5 contains problems 4

which I will interpret in two ways. Both ways, however, suggest that the resulting 5

estimates are unreliable.6

The first interpretation is that the calculated value of the volume ratio, or the log 7

of that ratio, is not equal to the actual ratio of volumes appearing in II.5 and so a 8

specification error is introduced. That is, both equations can not be correct at the same 9

time! This specification error would imply that estimates obtained from the resulting now 10

mis-specified form of equation II.5 would not have proper statistical properties — e.g., 11

they would have biases, etc. Continuing with this "first" interpretation of Thress's 12

procedure, there is still another problem that is less obvious. Specifically, the calculated 13

value of the ratio of volumes is in terms of the estimates of the parameters 14

corresponding to the dummy variable, the time trend, and its square. Let r̂ be the 15

calculated value of the volume ratio obtained in terms of this ad-hoc equation. Then 16

since r̂ is based on estimates of parameters, an explanatory variable which is 17

formulated in terms of r̂ can not be viewed as an ordinary explanatory variable 18

because, in part, it is random. Thress even implicitly notes this randomness because on 19

page 55, he gives t-ratios which relate to the parameter estimates which are used to 20

  
3 Actually, Thress indicates on page 55 that he replaced the ratio spws VV / appearing in his II.5 by the 

calculated value of ( ).'/' spws VVLn It is not clear to me why Thress used the calculated value of

)'/'( spws VVLn when the actual "troublesome" variable that appears in his equation is not in log terms.
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calculate r̂ . If a regressor is random, that randomness must be considered if proper 1

inferences are to be made. Thress apparently did not consider this randomness in his 2

estimations.3

A second view of the problem is somewhat more abstract in that it involves 4

estimation issues relating to non-linear models.4 That is, as already indicated, Thress's 5

model II.5 involves an endogeneity because the variable wsV appears on both sides of 6

the equation. One way of consistently estimating such a model is by the instrumental 7

variable technique. In this technique the endogenous variable appearing on the right 8

hand side of the model would be regressed on a set of variables, called instruments, 9

and its calculated value would be obtained from that regression. Then, assuming the 10

absence of other problems for simplicity of presentation, the endogenous variable in the 11

model would be replaced by its calculated value and the model would be estimated by 12

ordinary least squares.13

In Thress's Model II.5 the endogenous variable which appears on the right hand 14

side of his equation is z where15

( ) ( )[ ]spwsws VVdLnz ./=16

Therefore, a proper implementation of the instrumental variable procedure would have 17

been to regress z on the set of instruments and then obtain the calculated value of z, 18

  
4 A good reference concerning the estimation of non-linear models is T. Amemiya, Advanced 
Econometrics. Cambridge: Harvard University press, 1985. See especially his chapter 8. A simpler 
presentation of some of this material is given in chapter 8 of Harry H. Kelejian and W. E. Oates, 
Introduction to Econometrics, third edition, New York: Harper & Row Publishers, 1989.
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say ẑ .5 In Thress's case, the instruments would be the dummy variable, the time trend, 1

and its square. Let ( )spws VVLnw '/'= . Then apparently Thress replaced z by2

( ).ˆ/ wdLn ws It should be clear that3

( )[ ]wdLnz ws ˆ/ˆ ¹ (1)4

where ŵ is the calculated value of w obtained in terms of the regression on the 5

instruments. Actually, even if ŵ were the calculated value of spws VV / in terms of the 6

regression on the instruments, the inequality in (1) would hold. If the variable 7

( ) ( )[ ]spwsws VVdLnz ./= appearing in a model such as II.5 is replaced by a variable such 8

as ( )[ ]wdLn ws ˆ/ the resulting parameter estimates will not be consistent, i.e., on an 9

intuitive level, there would be biases.10

A number of concerns have already been raised in the way Thress implemented 11

his symmetry conditions. A final point should be noted which relates to the particular 12

way in which Thress used the estimated value of ,spb say ,ˆ psb obtained via an 13

equation corresponding to II.5 to estimate the equation for First-Class single piece mail, 14

which corresponds to the first equation of II.4. Thress recognized that spb̂ and spb are 15

not identical because spb̂ is an estimate, and therefore has a random element which, 16

e.g., is described by its estimated variance. When Thress used spb̂ to help estimate his 17

equation for First-Class single piece mail, he accounted for this randomness in terms of 18

what he describes as a stochastic restriction. However in doing this he implicitly 19

  
5 'This would be the two stage least squares procedure which is applied to a model which actually 
contains an non-linearity in the endogenous variable. Again, a simplified presentation is given in chapter 8 
of Harry H. Kelejian and W. E. Oates, Introduction to Econometrics, third edition, New York: Harper & 
Row Publishers, 1989.
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assumed that the error terms in the First Class single piece and worksharing equations 1

are uncorrelated. This statement is based on his discussion on pages 311-312. This 2

assumption concerning the lack of correlation may not be reasonable. After all, these 3

two forms of mail are partial substitutes and so one would expect that various shocks 4

which impact first class single piece mail, may also partially influence workshare mail.5

Taken together, my comments above suggest that I have serious concerns which 6

relate to the procedures that were used to implement the symmetry conditions. I also 7

have further concerns which are described below.8

(C) The Autocorrelation Testing Procedure9

It is important to check for autocorrelated errors when estimating a model. The 10

reason for this is that if the errors are autocorrelated this must be accounted for in some 11

manner if proper inferences are to be made. On pages 320-323 Thress describes his 12

procedure for testing, and then accounting for autocorrelation.13

Thress considers three cases involving autocorrelation. To simplify the 14

presentation, let te be the model's error term at time t which is measured in calender 15

quarters. Then, the three cases considered by Thress are that, if there is autocorrelation 16

so that te is related to its past values, it may be related to17

(a) its immediately preceding value, namely :1-te18

(b) its immediately preceding two values, namely 1-te and 2-te19

(c) its immediately preceding two values, and its values four quarters earlier, 20

namely 1-te , 2-te , and 4-te21
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For reasons which were not stated, the obvious case between (b) and (c) above, 1

namely the one in which the model's error term, te , is related to all three of its 2

immediately preceding values, namely 1-te , 2-te , and 3-te was not considered.3

Concerning his testing procedure, on page 320 Thress states (bold emphasis 4

added)5

"An OLS regression (with outside restrictions as outlined 6

above) is initially run. The residuals from this regression are 7

then inspected to assess the presence of autocorrelation"8

The residuals are the estimated values of the model error terms. To simplify the 9

discussion, let te , 1-te , 2-te , and 4-te be the residuals corresponding to the model 10

errors: te , 1-te , 2-te , and 4-te . Then, on his page 321 Thress indicates that he tested 11

for autocorrelation via the model which is his equation III.12,12

ttttt ueeeeIII +*+*+*= --- 442211:12. rrr13

and assumed that the error term tu in equation III.12 satisfies the OLS assumptions -14

see page 321. Now if the estimated residuals are obtained from a model which 15

incorporates the outside restrictions as mentioned above, the error term in his 16

equation III.12 would not satisfy the OLS restrictions. Indeed, since the parameter γ in 17

Thress's version of the Box-Cox procedure was estimated prior to the full estimation of 18

his model, and given the errors in the way he imposed the stochastic symmetry 19

conditions, it is difficult to deduce just how to make proper inferences in terms of a model 20

such as III.12.21

One procedure for making proper inferences concerning autocorrelation in a 22

model which contains a Box-Cox type variable, and stochastic symmetry conditions is the 23
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one in which the parameters of the autoregressive structure are estimated along with all1

of the other model parameters, including the Box-Cox parameter γ. This could be in a 2

maximum likelihood framework, or by the generalized method of moments technique.3

(D) The Mean Squared Error Model Selection Procedure4

Thress considered a large variety of possible models involving various 5

specification of the variables involved. He also indicates that he selected his model from 6

this wide variety as the one which minimized the mean squared errors, see e.g. (See 7

R2006-1, USPS-LR-L-65, Page, 65-827).8

Of course, model selection via a minimization of a mean squared error is an 9

intuitive thing to do; however, it could very well lead to an incorrect model. There are a 10

variety of reasons for this. One is the case in which the various models considered have 11

different numbers of parameters. This case will arise if, among other things, if the 12

model's error terms are assumed to be autocorrelated in various ways. Another is the 13

case in which a variety of complicated estimation procedures are considered. This case 14

is relevant for Thress's model selection procedure because of the way in which the 15

symmetry conditions were imposed, and the way in which Thress estimated, and then 16

used the estimated value of the γ parameter in his version of the Box-Cox procedure. 17

Still another reason for possible shortcomings in Thress's mean square error model 18

selection procedure is that the complete set of models that are being considered is 19

supposed to be specified in the beginning, and that set must include the correct model. 20

This, I think, is unlikely to be the case for the set of models considered by Thress if all of 21

the models considered in that set involve replacing the variable ( ) ( )[ ]spwsws VVdLnz //=22

by a variable such as ( )[ ]wdLn ws ˆ/ .23
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There are, of course, many formal procedures which relate to model selection. 1

Some of these are nicely described in the econometric text by Greene6 on pages 152-2

160. One of these is a Bayesian method which involves posterior odds. This method is 3

described in more detail in a classic text by Zellner in his chapter 10.7 This method is 4

particularly appealing because it accounts for different numbers of parameters in the 5

various models which are being considered, as well as for other model complications in 6

a unified approach.7

In concluding I note that I have raised serious concerns concerning Thress's 8

model selection procedure, as well as his procedures for estimating the parameters of 9

those models. I would therefore seriously doubt the validity of his estimated elasticities 10

which are in terms of his estimated models.11

  
6 William Greene, Econometric Analysis (fifth edition), Upper Saddle River: Prentice Hall, 2003.
7 Arnold Zellner, An Introduction to Bayesian Inference in Econometrics, New York: John Wiley and Sons, 
Inc., 1971.
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